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A B S T R A C T   

The rapid innovation in artificial intelligence (AI) is raising concerns regarding human autonomy, agency, 
fairness, and justice. While responsible stewardship of innovation calls for public engagement, inclusiveness, and 
informed discourse, AI seemingly challenges such informed discourse by way of its opacity (poor transparency, 
explainability, and accountability). We apply a deliberative approach to propose a framework for responsible 
innovation in AI. This framework foregrounds discourse principles geared to help offset these opacity challenges. 
To support better public governance, we consider the mutual roles and dependencies of organizations that 
develop and apply AI, as well as civil society actors, and investigative media in exploring pathways for 
responsible AI innovation.   

1. Introduction 

Technological innovation can produce both benefits and unforeseen, 
harmful consequences. Examples range from nuclear power and bioen
gineering to genetically modified foods [1–3]. Innovation in Artificial 
Intelligence (AI) is no different. On the one hand, AI is proving to deliver 
increased organisational performance and decisions [4]. Trough ma
chine learning techniques and deep neural networks, algorithms are able 
to learn and succeed at solving more complex tasks than ever before [5]. 
On the other hand, like humans, AIs can fail their intended goals, either 
because the training data they use may be biased or because their rec
ommendations and decisions may yield unintended and negative con
sequences [6,7]. And since AIs have been suggested to affect, e.g., 
justice, privacy, stock and commodity trading, labour markets, and even 
the outcomes of democratic elections [8–12], governments around the 
world have started to recognize AI as a significant and global threat to 
safeguarding social goods, justice, and welfare [13]. The pivotal ques
tion thus arises: How can we foster sustainable AI that is not harmful but 
beneficial to human life? [14]. 

Recent works in both the business and technology ethics literatures 
have emphasized and discussed the value of deliberative engagement for 
shaping responsible innovation [3,15–17]. With private enterprises 
often initiating and steering technological innovations, arguably there is 
a need for forms of “extended corporate citizenship” [18] in which 
ethical businesses engage with local actors, governments, and civil 

society to foster responsible processes for innovation [19,20]. These 
works widely—implicitly and explicitly—draw on concepts of “deep 
democracy” [21,22], highlighting the epistemic potential of open 
engagement processes rooted in principled communication among 
multiple stakeholders. Broadly speaking, this literature proposes that 
innovators, as proactive participants of a wider public debate and 
discourse, can contribute to responsible processes of innovation. To 
harness the potential of such public engagement in finding optimal so
lutions, this process should satisfy conditions of inclusiveness to various 
stakeholders, ensure the reciprocity of actors, and facilitate diverse and 
well-informed arguments and viewpoints. 

However, with artificial intelligences, such as machine learning, we 
are currently witnessing innovations that seemingly undermine these 
very deliberative conditions meant to facilitate responsible innovation. 
While the proponents of deliberative models for responsible innovation 
would suggest to involve AI innovators from the private sector in the 
proactive facilitation of rational public debate (cf., e.g., [3,15–17,23], 
the often problematized opacity of AI and autonomous systems [25] may 
severely undermine the very conditions necessary for safeguarding 
“deliberative rationality”. While new technologies are always to some 
extent perceived as being opaque, modern algorithmic decision systems 
seem to come with a special kind of opacity—as compared, e.g., to the 
global proliferation and societal penetration of earlier technologies such 
as the car, electricity, and the telephone. This is because 
machine-learning algorithms are not only a set of rules defined by 
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programmers but also contain algorithmically self-produced rules of 
learning [25]. These procedures may for practical purposes be struc
turally inaccessible and incomprehensible not only to laypersons but 
oftentimes also, at least in everyday practice, to the organizations that 
own and employ them, and even to system programmers and specialists 
[25,26]. The core societal issue concerning algorithmic decision sys
tems, therefore, is that they may not routinely and easily be accessed for 
public scrutiny. This is not only because they are proprietary entities of 
the organizations who own or license them and who may keep them 
private to ensure functionality, competitiveness, and the confidentiality 
of data [27–30] but more importantly due to technical and procedural 
factors. This raises the question of how exactly, under such conditions, 
deliberation may contribute to responsible AI governance and policy. 

In this article we build on the recent discussion in the business and 
technology ethics literature that calls for deliberatively engaged in
novators for fostering responsible innovation [23,31,95]. Such frame
works need not only discuss new forms of governance and regulation 
that encompass the contributions of non-state actors, such private-sector 
innovators, but also new types of innovations, such as AI, that may pose 
unique challenges to society and the proposed deliberative frameworks 
in particular. While the business and technology ethics literatures have 
started to address the general question of whether and how deliberative 
engagement is suitable for fostering responsible innovation [15], in this 
article we take up the specific discussion about the prospects and chal
lenges of deliberation for responsible innovation in AI. In particular, we 
address the role and functions of public fora, to explore pathways to 
participation in technology design [32], to suggest how a society may 
meaningfully debate, and eventually agree on, systemic compromises 
for the governance of AI [33]. 

As such, our paper relates and contributes to two current fields of 
debate. First, we add to the literature on deliberative models of “deep 
democracy” to conceptualize new forms of governance that emphasize 
the role of corporate actors, such as AI developers [34,35,96], and that 
has started, more recently, to influence the discussion on frameworks for 
responsible innovation [15,23,36,95]. We extend on this literature to 
propose a deliberative framework for responsible innovation in artificial 
intelligence. Specifically, we do so by a) discussing the ideal re
quirements for deliberation to the intricate conditions of AI opacity—
which seemingly contest deliberative process for fostering responsible 
innovation—and b) relating the roles of key actors (corporate AI de
velopers, inquisitive media and journalism, as well as an engaged civil 
society) in deliberative exploration and evaluation of responsible 
implementations of AI. 

Second, we add to the current discussion on AI ethics [37,38,98] by 
going beyond the common ‘micro perspective’ on methods and princi
ples for explainable and accountable AI, on the one hand, and the con
centration on government regulation on the other, adding to this a macro 
layer that relates these approaches to broader societal processes of 
engagement and legitimation and discusses the role of AI developers 
therein—that is, in relation to other key actors within public delibera
tion about AI. Specifically, we propose that, together with discursive 
contributions from corporations and ‘fluid observation’ facilitated 
through quality media, the bottom-up identification, interpretation, and 
problematization of AI in practice achieved by a critical civil society can 
mount a deliberative framework for responsible innovation in AI. 

2. AI and the need for responsible innovation 

2.1. AI and responsible innovation 

From a business perspective, innovation is a “multi-stage process 
whereby organizations transform ideas into new/improved products, 
service or processes, in order to advance, compete and differentiate 
themselves successfully in their marketplace” ([39]: 1334). AI innova
tion, herein, refers to an organization’s endeavour to train algorithms to 
mimic functions typically associated with human attributes such as 

vision and speech but also language processing, learning, and 
problem-solving, and to scale these functions via software [40]. Broadly 
speaking, algorithms are “encoded procedures for transforming input 
data into a desired output, based on specified calculations” ([41]: 167). 
Hence, algorithms are not always software and they can be found in any 
culture with sufficiently developed mathematical procedures. Yet, their 
rapid proliferation is a consequence of digitization. 

Responsible innovation encompasses three main dimensions that are 
directly reflected also in the current discourse on AI ethics ([23]; cf. 
Table 1). First, the responsibility to avoid harm, which refers, e.g., to risk 
management approaches supposed to control for potentially harmful 
consequences. In recent principles for ethical AI we see this dimension 
reflected in calls for non-maleficence of AI [38] or AI robustness, secu
rity, and safety [42]. Second, the responsibility to do good refers to the 
improvement of living conditions, such as in accordance with the sus
tainable development goals. Calls for AI to promote prosperity [43] or 
serve humanity by furthering human values [44] reflect principles for 
responsible AI on this dimension. Finally, governance responsibility refers 
to the responsibility to create and support global governance structures 
that can facilitate the former two responsibilities. On this dimension, 
recent principles for ethical AI have addressed, for instance, tensions 
between the need to predict AI impact on the one hand and the inability 
to draw boundaries around fluid technology on the other [45]. 

With its focus on public value, the ethos underlying responsible 
innovation necessitates not only to “place a premium on inclusive 
participation” ([17]: 754) but, more specifically on “substantive pro
cesses of inclusive reflection and deliberative democracy” ([17]: 755). 

2.2. The challenges of AI explainability 

Emerging AI legislation increasingly pursues the idea of a “right to 
explanation” [51]. As the ways in which AI reaches decisions become 
unforeseeable, demands for greater transparency come to the fore. These 
are typically divided into prospective and retrospective transparency 

Table 1 
Dimensions of responsible innovation and emerging principles for ethical AI.  

Avoid harm ‘Do good’ Ethical governance  

• Non-Maleficence [38]  • Beneficence, justice 
[38]  

• Regulations against 
possible future 
development which 
could be detrimental 
to human and societal 
values [46]  

• Protect autonomy and 
ability to make good 
decisions [43]  

• AI must be beneficial to 
humanity and promote 
prosperity [43]  

• Tension between the 
need to predict AI 
impact and inability to 
draw boundaries 
around this highly 
dynamic technology 
[45].  

• Respect for human 
autonomy, prevention 
of harm [47]  

• Fairness [47]  • Mechanisms of 
governance that 
minimize risks and 
potential pitfalls [48, 
49].  

• Robustness, security 
and safety [42]  

• Inclusive growth, 
sustainable 
development and well- 
being [42]  

• Embedding ethical 
principles into AI 
systems to ensure that 
they act morally [50].  

• Awareness and 
mitigation of negative 
impacts; ensure data 
security and AI safety; 
minimizing 
discrimination and bias 
[44]  

• Promote human 
society and the 
environment; diversity 
(benefit as many 
people as possible); 
serve humanity by 
furthering human 
values including 
freedom and autonomy 
[44]  

• AI ethics require 
continuous study of 
moral beliefs and 
behavior to ensure 
reasonable and well- 
founded policy.  
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[52,53]. Prospective transparency informs users about the data pro
cessing and working of the system upfront, describing how the AI system 
reaches decisions in general [54]. Retrospective transparency, on the 
other hand, refers to post hoc explanations and rationales [55], 
revealing how and why a certain decision was reached in a specific case, 
describing the data processing step by step. Such ‘explicability’ is seen as 
a foundational principle of vital importance in the ethical-AI community 
because, to a certain extent, it lays the foundation for developing and 
ensuring ethical AI in the first place [43]. There is a difference between 
“how” explanations, which are useful for AI system developers, and 
“why” explanations, which are most helpful to end-users [49]: The first, 
concerning the interpretability of systems, can assist in qualitatively 
ascertaining whether other desiderata are met, such as fairness, privacy, 
reliability, robustness, causality, usability, and trust [56]. The second 
refers to providing an explanation to outside parties as to why a 
particular course of action was taken. 

Felzmann and colleagues (2019: 8) argue that ‘such practices do not 
take place in a social vacuum but in specific cultural and organizational 
settings, and that transparency can intentionally occlude, for example, 
when so much information is strategically disclosed that it is impractical 
or impossible to sift through (‘needle in the haystack’ problem)’ (based 
on Albu, & Flyverbom [58]; Ananny and Crawford [27]. It is thus crucial 
to consider the information literacy of the data subjects as well [52,59]. 

2.3. The challenges of AI accountability 

Going beyond mere explanation, then leads into challenges for 
accountability—i.e., the justification of decisions or judgements to an 
evaluative audience [60]. This extends to managerial accountability 
within organizations but also requires the existence of effective external 
systems of accountability [52]. Achieving accountability might rely “on 
democratic or corporate forms of governance, or on legal, financial or 
professional forms” ([61]: 177). Whereas for most technologies, “puri
fication work” [62] between a company and the public, technology and 
its users, the inside and the outside, can be accomplished quite easily, in 
constellations of distributive information and opacity production such 
purification is, at least on first inspection, counter-productive (cf. [63]: 
3). Large arrays of involved actors, and the manner in which they 
associate and interact, may further exacerbate complexity in that they 
affect people beyond the immediate reach of relevant organizations, 
since organizations are in need of assessment beyond their own 
boundaries. AI unfolds not within a single organisation but at field level, 
where actors and actions are more diverse, and thus more difficult to 
govern than within organizations. Any understanding of a shared issue is 
likely to be continuously (re)negotiated [64]. As such, AI opacity often 
cannot simply be ‘tackled’ by demanding that organizations ‘make their 
algorithms transparent’ based on a fixed standard or framework [98]. In 
other words, there is no straightforward way to address poorly trans
parent and highly fluid algorithmic processes, and organizations may 
struggle to simply ‘deliver accounts’ of these technologies. Rather, such 
processes need to be addressed by organizations in a participative and 
discursive process together with their stakeholders [98], i.e. by adopting 
the ‘pragmatic treatment’ that Ferraro et al. [63] have proposed for 
grand challenges [65]. Along these lines Kemper and Kolkman ([57]: 
2083) argue that the “transparency of algorithms can only be attained by 
virtue of an interested critical audience.” Similarly, recent work on 
ethics in AI and information systems has proposed building on norma
tive concepts of communicative action and discourse ethics to develop 
principles for multi-stakeholder engagement and procedural norms for 
public communication as a means to enable ‘collective truth tracking’ 
and safeguard the accountability of complex systems [36,66,98]. 

3. Communicative principles for responsible AI 

In the face of unintended negative consequences of AI and the 
seeming opacity of this technology, communicative and deliberative 

approaches may offer fitting solutions as a) the far-reaching societal 
ramifications of AIs and their rapid proliferations in all public and pri
vate spheres of human life make them a central object of broad political 
concern; and b) what is needed for opaque AI systems especially is the 
‘epistemic power’ of deliberation to improve knowledge and feedback 
through self-correcting learning processes among empowered actors. 

In the following, we focus on normative requirements for delibera
tion and discourse as well as recent work on AI accountability to first 
propose a number of basic communicative principles meant to foster 
discursive spaces for responsible AI [98]. We then build on this work by 
elaborating on how key actors from the spheres of private business, 
(quality) media and journalism, as well as the wider civil society may, 
based on such principles, mutually work towards more responsible 
governance of AI innovation. 

The discourse-ethical approach implies that public debate about al
gorithms has the capacity to enable actors to collectively mitigate the 
opacity challenges posed by AI. However, the rational potential of dis
courses can only be harnessed if basic communicative principles are met. 
Numerous approaches have been proposed to arrive at a comprehensive 
set of dimensions with which to assess whether factual discourses 
measure up to the ideal communicative principles [67]. Below we 
adhere closely to a set of four principles proposed by Nanz and Steffek 
[68] in the context of international governance. Their approach fits well 
for working towards a deliberative framework for AI accountability and 
governance because the principles are developed with a focus on prac
tical discourses involving complex and contentious issues and are 
designed with empirical measures in mind that would allow for oper
ationalization using empirical measures to assess discourse quality (see 
[98] for a detailed discussion of these four principles). 

The first of these four principles is that the intricate issues around 
algorithmic accountability need to be discussed in an open forum in 
which every subject with the competence to speak and act is provided an 
opportunity to take part in the debate. Specifically, all those who 
potentially suffer the negative effects of the processes and decisions of 
algorithmic systems should have equal access to a forum and a 
communicative process that aims to spotlight potential issues and 
facilitate argumentation with the aim of arriving at broadly acceptable 
decisions. Stakeholders need institutionalised access to deliberative set
tings to ensure they have a chance to voice their concerns, opinions, and 
arguments. 

Second, all those who participate in the deliberative process need to 
have as much information as possible about the issues at stake, the 
various suggestions for their solution, and the ramifications of these 
proposed solutions. This principle points directly to a fundamental 
challenge in accounting for complex algorithms: “While datasets may be 
extremely large but possible to comprehend and code may be written 
with clarity, the interplay between the two in the mechanism of the 
algorithm is what yields the complexity (and thus opacity)” ([25]: 5). 
This puts the emphasis on enabling comprehension of the joint and pro
cedural dynamic of data and code in a given algorithmic context. 

Third, in addition to the inclusion of informed stakeholders, the in
clusion of all arguments (multivocality) is a central principle for enabling 
rational discourse and deliberation. This is because participants should 
have the opportunity to see and assess an issue from all possible view
points. All of those who are possibly affected should have a chance to 
communicate all their concerns. While participation and access to in
formation are preconditions for a process of deliberation to take place, it 
is this inclusion of all arguments that constitutes the main precondition 
of the rationality of that process. 

Finally, the three principles above are meaningless if the different 
concerns and suggestions put forth by various stakeholders regarding 
algorithmic systems are not adequately taken into account and are un
able to influence recommendations or decisions in practice as a result of 
the discourse [68]. The process needs to be clearly responsive to these 
suggestions and concerns. 

The opacity challenge of algorithms and its ‘tackling’ via, above all, 
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communicative means, highlights the ‘middle way’ proposed by Haber
mas [69] for securing social progress through technological advance
ment. As Dai and Hao ([70]: 10), have recently put it: “we should 
combine technological advancements with public concerns for questions 
about the good life and discussions of values, and by constantly 
re-evaluating the applications of technology to society, mitigate its 
negative effects”. As such, the normative principles outlined above help 
not only a) to detect and describe the extent to which specific cases may 
lack or have the potential to resolve accountability issues through 
discourse, but also b) to clarify that the ‘opacity challenge’ found in 
contemporary debate is also a common (and recurring) diagnosis about 
new technologies. This requires the integration of these issues in the 
long-established normative frameworks of democratic societies rather 
than an adjustment of these frameworks to the alleged specificity of 
algorithmic opacity that merely dispenses of it as an object of ethical 
concern [98]. 

4. Towards a deliberative framework for responsible innovation 
in AI: challenges and prospects 

Our argument until now has related ideal requirements for deliber
ation to the intricate conditions of AI opacity. Herein deliberation ap
pears as both a necessary but, seemingly, also technically contested 
process for fostering responsible innovation in AI. Our investigation 
highlighted the role of principled multi-stakeholder engagement. To 
develop this argument further towards a deliberative framework for AI 
governance, we extend on the above principles to relate the roles of key 
actors, i.e., corporate AI developers, inquisitive media and journalism as 
well as an engaged civil society for exploring and deciding on respon
sible implementations of AI. We shall propose that, together with 
discursive contributions from corporations and ‘fluid observation’ 
facilitated through quality media, the bottom-up identification, inter
pretation, and problematization of AI in practice achieved by a critical 
civil society can mount a basic deliberative framework for responsible 
innovation in AI. 

For developing operational propositions of how deliberation may 
contribute to responsible AI governance and policy, we propose to re
gard and specify our argument in relation to three main actor perspec
tives: The perspective of the corporation addresses the important role of 
developers and proprietors of AI and their engagement in collective 
action and deliberation. To explicate this role in context, we then further 
address the perspectives of media and civil society respectively. Spe
cifically, the media is addressed in its role to link public sphere 
communication with civil society on the one hand and with the state and 
social functional systems on the other [22], and the perspective of civil 
society emphasizes the contribution of informal, unorganized, and 
‘weak’ publics that critically serve the identification, interpretation, and 
problematization of the social ramifications of AI in practice. 

This combined focus of the contribution of the corporation on the 
one hand with the related role of civil society and media actors on the 
other resonates with those normative requirements that have been given 
particular emphasis in recent works on deliberative democracy more 
generally, as these highlight the need to further explore the central role 
of empowered quality media and civil society in offsetting deliberative 
deficits [22] – an anrgument which we extend here towards the pros
pects and challenges of deliberation for responsible AI in particular. This 
idealized, unified space, in practice, is of course rather dispersed and 
prone to ‘irrational’ interference by corporate and otherwise organized 
interests [99]. ‘True’ deliberative engagement is easily skewed through 
strategic interference by strategic actors. Sceptically viewed, a deliber
ative role of AI innovators seems unlikely even if poor explainability and 
accountability of AI systems were not an issue. Organizational contexts 
arguably tend precisely to block communicative action [71] and cor
porations are often claimed to be unable to abstain from self-interest and 
strategic action to the extent necessary to foster ‘true’ deliberation and 
discourse [72,73]. In relation to responsible innovation in AI, such 

practical concerns are most obvious for the proprietary nature of these 
systems and organizations’ inclination to keep them secret in order to 
ensure functionality and competitiveness [27–30]. In these instances, AI 
developers often exert significant control over how systems are 
described, interpreted, and evaluated. This shows, e.g., in their pro
duction of own algorithm validation studies with questionable infor
mational value [74]. 

4.1. The corporation: towards engaged AI innovators 

For reasons of self-interest, power imbalances, and information ad
vantages [75], the corporate sector is seemingly unlikely to solve AI 
challenges deliberatively. However, we propose that ethical business 
could be part of the solution, not least from motives of enlightened 
self-interest. Arguably, open participation and deliberation can create 
agency problems for corporate actors when disclosure and sharing 
create disproportionate advantages for competitors [76]. However, 
corporations can also profit through options of gathering new and crit
ical information, facilitating learning as well as building reputation and 
safeguarding against criticism directed at irresponsible conduct (and 
thus realise reputation and risk management) [23]. Especially in the 
case of AI, we suggest that such epistemological and reputational concerns 
may serve as key drivers for business firms to engage in deliberative 
processes for responsible innovation, for two main reasons: First, as 
particular developers and applicants of algorithms do not necessarily 
possess privileged knowledge for assessing these systems, stakeholders 
need to play an active part in assessing AI. Second, the very opacity of AI 
constitutes a permanent and lingering reputational concern for de
velopers, proprietors, and users alike, because when critical stake
holders demand information and transparency these actors will 
inevitably struggle to give explanations and provide satisfactory ac
counts to a critical forum [98]. 

As such, epistemological and reputational concerns in AI may pres
sure organizations towards accountability and compel them to enter 
proactive debates. The practically often unattainable ‘AI transparency’ 
produces limitations on the ethical duties of organizations to deliver 
conventional explanations and accounts. Here, we see not only a prag
matic necessity for managing reputation but also an ethical obligation 
for organizations to enable and take part in open, dialogical, and 
rational discourse with their stakeholders. This necessitates that AI in
novators consider a discursive approach to stakeholder engagement akin 
to ‘Habermasian approaches’ to moral legitimation [77] or delibera
tively engaged public relations [101]. Such an approach may help to 
facilitate legitimate outcomes, especially under conditions of unclear 
(external) demands related to opaque information systems [66], where 
knowledge about the workings and ramifications of AI does not reside 
exclusively within an organisation but must emerge from open delib
eration with actors in the organisation’s environment who are affected 
by these systems [78]. 

As such, epistemological and reputational concerns provide motives 
to consider the role of AI innovators as potentially less adversarial and 
more communicative than often proposed for corporate actors more 
generally [75,79]. Strategic intentions of risk management may then 
move more easily from instrumental approaches of stakeholder 
engagement to open, pro-social, and consensus-oriented approaches 
[96]. Engagement by business would not only be geared towards the 
objectives of compliance and accountability but would also be aimed, 
more broadly, at gathering insights and enabling diverse and informa
tive feedback on AI in practice, as well as for the continuous develop
ment and improvement of systems. 

For such deliberative engagement to work to full effect, however, in 
terms of mitigating epistemological and reputational concerns, the 
deliberative role of the firm needs to be complemented with both 
empowered media and citizenry. 
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4.2. The media: empowered quality journalism for fluid observation 

Both traditional and new forms of journalism serve as central 
accountability mechanism in public deliberation [80,97]—also for AI 
systems and algorithms [81]. Looking at available approaches and 
measures to support principled deliberation on AI innovation, the 
journalistic system appears as the central mediator in supporting 
participation, comprehension, and multivocality. The pivotal role of the 
journalistic system is highlighted by the inability to fully govern fluid AI 
technology. Rigid certification processes, for instance, would not be able 
to do justice to the speed at which most complex algorithmic systems 
change. 

With this set of principles quality journalism is well-positioned to 
enquire into AI systems, developers, and policy to hold actors accoun
table—both in the sense of investing the resources and skills needed to 
enquire into the kind of information fed into algorithms, but also as 
watchdogs of the algorithms that feed information into the discursive 
ecosystem of a society [82]. Journalism assumes curiosity and a desire to 
understand and query the functions of the world in general, and ideally 
also of the algorithmic world. It also assumes the role of a ’translator and 
explainer’ to general audiences. Journalistic means of scrutinizing and 
reporting on discrimination and unfairness, errors and mistakes, social 
and legal norm violations and human misuse of AI can be instrumental 
to publicly elucidate the contours of algorithmic power [82]. Data 
journalism, for instance, as an emerging field, sets aside the time to 
reengineer algorithms, scrape, collect and connect data, file freedom of 
information requests, and weigh the inputs, outputs, outcomes and ef
fects of these exposed autonomous systems. Coming from an under
standing of data and computation, journalists inform about the ‘noisy 
nature’ of data and the uncertainty that comes with predictions, and 
creates narratives of how AI systems operate. It is against this 
media-bolstered scrutiny that members of AI and expert discourse are 
then often challenged with specific objections to their expert authority. 
A functioning media counteracts, via a latent escalation potential, the 
tendency within expert discourses to simply keep concerns latent and 
supress public dissent [83]. To further prevent this, proactive reasons for 
expert deliberation are necessary, that is public justifications of the 
necessity to, at times, seclude expert venues from public deliberation (e. 
g., for scrutinizing systems or developing policy proposals for AI 
governance). 

4.3. The civil society: empowered citizenry in un- and semi-organized 
spaces 

The proposed deliberative framework also foregrounds the role of 
interactions with ‘ordinary citizens’, as opposed to formalized encoun
ters with more organized stakeholders. To adequately theorize the place 
and role of AI innovators in deliberative settings in relation to more 
unorganized citizenry, it is necessary to address explicitly the in
stitutions of “background justice of democratic deliberation” [84], i.e. to 
explicate the role of ‘weak’ publics constituted of lifeworld-bound as
sociations and informal private actors central to the identification and 
interpretation of social problems. Such specification is necessary also as 
to not simply imply (and potentially overestimate) the ability of civil 
society to hold AI innovaotrs accountable [73]. 

Fundamentally, though, the emphasis on an empowered citizenry 
aligns with recent work on AI that specifically stresses the importance of 
fostering critical and informed publics and of engaging ordinary citizens 
for greater transparency and robust opinion formation and judgement in 
relation to AI technology [57]. Viewed form this ‘citizenry perspective’, 
processes and decisions related to AI governance and policy need to be 
under the continuous observation of a critical and commenting public. 
However, such critical commenting and input hinges not only on ordi
nary citizens’ commitment to engagement and reciprocity, but also on 
their capacities for public reason-giving [21] in the specific domain of AI. 
Here, AI explainability and accountability may appear as central 

challenges. Oftentimes, the crucial information simply cannot be 
accessed by laypeople, and even in cases where it can be accessed it may 
not be comprehensible in any sense that can serve as meaningful basis 
for public debate. 

Taking this ‘citizenry perspective’ in AI further elucidates that the 
current discussion in deliberative theorizing on the practical conditions 
that tend to render deliberative processes insufficient leaves out 
important points that pertain to AI explainability and accountability 
specifically: This discussion tends to focus either on: a) the social or 
cultural marginalization of groups as well as (technological or issue- 
based) segmentation of public discourse and thereby a group-wise 
exclusion from public debate [22,85,86]; or b) a colonialization of the 
public sphere by market imperatives and thereby a commodification of 
public debate [22,87]. Much less emphasis is given, however, to the 
practical means citizens have at their disposal to enlighten their experi
ences and debate. We hold that, especially for responsible AI innovation, 
these above discussions on the organization and formats of public 
communication in mass media and the colonization of political debate 
by strategic interests of marked actors, need to be supplemented by a 
focus on tools, approaches, and methods of making AI technology 
‘experienceable’, explainable in context, and accountable to and by or
dinary citizens. This is an argument similar to that recently put forth by 
Morley et al. [38]; who, in order to allow for greater explainability and 
accountability in AI design decisions, list over a hundred tools and 
methods and relate them specifically to stages of AI development (from 
design to testing and monitoring) and ethical concerns they can help to 
address (e.g., explicability, interpretability, justice, and autonomy). 

From the perspective of a deliberative framework for responsible 
innovation in AI – and its focus on the role of civil society engagement in 
particular – the current discussion about tools and methods for AI 
explainability, interpretability, and accountability [38] needs to be 
extended to the question of how these methods and approaches are 
conducive to support and broaden people’s lived experience with AI and 
improve their means of expression. As a basis for reasoned public dia
logue made up of individuals’ participation in a polyphonic discourse, 
these dialogues need to meaningfully intersect with participants’ lived 
experience with AI. The essential claims of knowledge and value that 
emerge from the civic basis of the communicative arena need to be 
bolstered by individuals’ ‘AI literacy’ [88], where the development of 
mental models of AI algorithms is experimentally’ grounded [89] and 
ties in with the unorganized realm of everyday experience. Such local 
spheres of experimentation are crucial for the provision of a robust di
versity of perspectives in deliberation, which means not just diverse 
opinions but diverse viewpoints [90]. At local level, experiential sources 
of opinion-formation can empower “mini publics” that support and 
build up otherwise latent perspectives on AI that are especially disad
vantaged in public communication, which tends to privilege the per
spectives of powerful groups and actors [91,92]. This would serve to 
counterbalance otherwise dominant claims and valuations from AI ex
perts and political elites, and is an essential deliberative component in 
the identification and interpretation of social problems with AI in 
practice. 

Finally, next to the level of lived experience in the unorganized realm 
of the lifeworld, the process of deliberation calls for the identified issues 
with AI to enter arenas of public communication. This crucial link of 
civic conversation and public debate has been problematized in relation 
to the inability of marginalized communities to apply public relations 
and other instrumental and professional means of communication to 
shape public debate [93,100]. Here, as in other contexts involving de
liberations over complex issues [70], the enabling role of 
semi-organized civil associations as well as NGOs and civil society or
ganization merits further exploration for responsible innovation in AI. 

5. Conclusion 

One of the grand challenges of our time is the fostering of sustainable 
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AI that is not harmful but beneficial to human life. Solutions to this 
challenge come, indeed, with established procedures for participatory 
technology design and public fora to meaningfully debate, and eventu
ally agree on, systemic compromises for the governance of AI. Viewed 
from the perspective of deliberation for responsible innovation, how
ever, an important variant of the above challenge is: how can we offset 
the poor transparency, explainability, and accountability of AI to enable 
public reasoning for responsible AI governance? In this paper we have 
argued that technical opacity of AI cannot serve as a general excuse to 
resist scrutiny; for while the practical opacity of algorithms may absolve 
AI innovators and proprietors of some of the typical duties of account- 
giving, at the same time this opacity charges them with additional 
duties to facilitate ongoing discourses about algorithms, as technologies 
for understanding algorithmic action are developed further. Just as in 
other domains in which simply the right to transparency will not create 
fairness [94], the ethical solution lies in the creation of discursive pro
cesses and fora. In the context of practical opacity, what is needed to 
ensure accountable and responsible AI are not merely reporting stan
dards but standards for accountability discourses [98]. 

Here, we argue, deliberation serves an important function for both 
epistemic as well as moral justification in AI by highlighting particular 
tensions between common and ideal requirements for public reasoning 
on the one hand and particular challenges related to AI explainability 
and accountability on the other. A combined focus on the contribution of 
corporations with the related role of civil society and media actors 
resonates with those normative requirements that have been given 
particular emphasis in recent works on deliberative democracy more 
generally, as these highlight the need to further explore the central role 
of empowered quality media and civil society in offsetting deliberative 
deficits [22]. Together with discursive contributions from corporations 
and ‘fluid observation’ facilitated through the media, the bottom-up 
identification, interpretation, and problematization of AI in practice 
achieved by a critical civil society can mount a deliberative framework 
for responsible innovation in AI. Whether or not such deliberative 
multi-stakeholder arrangements can indeed be ‘deep’ in that they 
harness the rationalizing force of true discursive engagement, hinges on 
the adherence to normative principles of participation, comprehensi
bility, multivocality, and responsiveness. 
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